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Analysis of Count Data

• Outcomes in the form of counts are becoming 
an increasingly popular metric in a wide 
variety of fields. 

• Examples:  Number of hospitalizations, 
chronic conditions, medications, etc.

• Many investigators want to know the impact 
of many different variables on these counts 
and help describe ways in which 
interventions or therapies might bring those 
numbers down. 



Why does this matter?

• Standard methods (regression, t-tests, 
ANOVA) are ‘ok’ for some count data studies.  
The methods are robust and tend to give 
valid results in exploring or examining 
associations.

• But many of those methods were developed 
to look at outcomes that run on a ‘true’ 
continuum (height, weight) or scores that run 
across a long range.

• They are not as good at handling count data 
where the counts do not go very high.



Alternatives

• Nonparametric statistics that rank the data 

and help researchers look at high counts 

versus low counts have born fruit.

• But really, we want to look at methods that 

are designed for and utilize many different 

facets of count data.



Count Data 101 - Poisson Distribution

• Expresses the probability of that a set number of 
events will occur in a fixed time or space interval.  
Examples include number of hurricanes in a year or 
location or number of calls in a call center per hour.

• Whereas the normal distribution is explained 
through the mean and standard deviation (denoted 
µ and σ) the Poisson distribution is denoted by one 
parameter λ.  For Poisson data, the mean and 
variance are the same.  

• If λ is large, then the data ‘looks’ like normal data 
and we sometimes approximated it with the normal 
distribution.  



Closer Look – Some Examples

(from http://www.nesug.org/Proceedings/nesug10/sa/sa04.pdf)

http://www.nesug.org/Proceedings/nesug10/sa/sa04.pdf


The Secret Sauce – GLM Models

• GLM is the term for the big umbrella 
framework that encompasses many of the 
types of regression that we already know 
about.

• OLS is a type of GLM, but not all GLM are 
OLS.

• Ordinal regression, logistic regression, probit 
regression, multinomial regression, tobit 
regression, and many more follow under the 
GLM framework.



Example - Affairs 

• Fair (1978) did a study on extramarital 

affairs.

• Suppose we want to examine the impact 

of children, religiosity, happiness, and time 

in marriage on the number of admitted 

marital affairs.

• Let’s start by looking at the variables of 

interest.



Descriptive Stats - Predictors



Outcome – Number of Affairs

The skew in this data illustrates that the data does not run over the typical range of normal type data.  
There are an unusually high number of observations that are in the seven and 12 count columns.  
Count regression models are good at capitalizing on things like this.

Note that the mean here is 1.45 and the standard deviation is 3.3 (variance=10.9).  But the median is 0 
(75% of the data is 0 values).



SAS Code



Traditional Regression Output



Traditional Regression Output



Estimated Effect of Rate Marriage?

SAS outputs ‘LS Means’ as model adjusted means.  Adjusted for all the other variables 
in the model.  Here we are saying that this model suggests that everything else being 
held constant, people who rate their marriage as ‘very unhappy’ had an average of 3.6 
affairs in the last 12 months.



Poisson Regression Output



Least Square Means

Fitting a count regression model to count data takes advantage of distribution ideas 
and their impact on variance calculations.  In essence, we tell SAS that this is count 
data and that extra insight helps us get smaller standard errors than traditional OLS 
models (even with a log transformation).



Mousetraps

• The whole point of this early discussion is to 

illustrate that Poisson regression modeling is 

a better mousetrap for this kind of count data 

than traditional OLS models.

• But Poisson regression utilizes the Poisson 

distribution.  How do we know if/when that is 

appropriate?

• More importantly, when do we know if 

something is wrong?



Variation is the key!

• Poisson distribution assumes mean and 

variance (st dev squared) are the same.

• If variance and mean are different than 

Poisson may not be the best fit.

• Affairs data: mean is 1.44, var is 10.88!

• That doesn’t mean we abandon Count 

Regression.



Overdispersion

• Overdispersion is a real problem in 

working with count data.

• Most real working examples have mean 

and variances nowhere near the same.  

Which means that while Poisson 

regression is doing better than OLS, in 

some cases we could be doing better.

• However, we do have an answer!



Negative Binomial Regression

• A common method for dealing with overdispersed 

Poisson data is to fit a Negative Binomial regression 

model.

• The negative binomial distribution is another statistical 

distribution for count data.

• The negative binomial distribution looks at the number 

of failures before 1 or more wins (say X failures until 

you win one time).

• The negative binomial distribution can be thought of 

statistically as a mixture distribution of Poisson and 

gamma (only important for the mathematics).



Neg Binomial Output



Neg Binomial Code



Comparing and Assessing Fit

• The measures for assessing model fit are not the 
same in these models as in traditional OLS 
models.

• There is no ANOVA table and we aren’t doing ‘sum 
of squares’ so a measure like R-Square doesn’t 
really apply. We have multiple measures of model 
fit, most of them centered on the notion ‘does this 
model fit the data well?’

• One popular measure for that is called Akaike’s 
Information Criterion (AIC) which assess how well 
the regression model is using the information 
provided in the data.  Smaller values are better.



Comparing OLS, Poisson, and Neg Binomial 

AIC

OLS Poisson NB



Zero-Inflation

• The question does make sense but let’s 

reframe it in the context of the traditional 

problem with count models.

• Count data has a lower bound (you don’t 

get negative counts), so the data could 

have a lower than expected spread if the 

data comes with an unusually high amount 

of zeroes.



Zero-Inflated Poisson Models (ZIP)

• The zero-inflated Poisson (ZIP) model is a 

recent innovation which adjusted Poisson 

regression models to account for 

instances where one has more zeroes 

than would fit under the traditional Poisson 

Regression Model.



From the Institute for Digital Research and 

Education

• “Zero-inflated Poisson regression is used 
to model count data that has an excess of 
zero counts. Further, theory suggests that 
the excess zeroes are generated by a 
separate process from the count values 
and that the excess zeroes can be 
modeled independently.  Thus, the ZIP 
model has two parts, a Poisson count 
model and the logit model for predicting 
excess zeroes.”



Zero-Inflated Negative Binomial

• I can put the idea of zero-inflation and 

overdispersion together to get the Zero-

Inflated Negative Binomial Model!

• It is the best of both worlds when I have a 

long tail AND a lot of zeroes.



Zero Inflated Negative Binomial 



Diminishing Returns

• Think of using AIC the same way you use R-
Square.

• Lower AIC is better fit of model to data, but you 
want to balance complexity with reduction.

• NB model shows that overdispersion is a real 
problem.  But ZIP shows that zero counts are a 
real problem.

• Sometimes it is about illustrating the right 
conclusions.  ZINB suggests that some previously 
significant factors are not significant.  This causes 
adjustments in clinical conclusions.



Other types of Underdispersion

• There are certainly instances of other types 

of underdispersion then high zero counts.  

• And if you have true Poisson data with mean 

and variance 1 then you will have a lot of 

zero counts which means the data is not 

underdispersed.

• I have not seen any practical examples of 

underdispersed data in the same way we see 

overdispersed data.



Another Example

• Mann, Larsen, and Brinkley (2014) looked 

at negative binomial regression as a way 

to model pediatric IV stick attempts.

• The process is actually a negative 

binomial distribution (count attempts to 

start an IV until a success).

• Rare to find that in medical literature.

http://www.hoajonline.com/journals/pdf/2053-7662-2-6.pdf


Variables of interest

• Number of additional stick attempts – ranges from 0 to 8 and 
represents the number of attempts beyond the first.

• Shift – Day or Night Shift 

• Diff1 – Nurse assessment if child will be difficult stick on first 
attempt (yes/no)

• Dehydrated – Child is dehydrated

• Coop1 – Nurse assessment if child is cooperative on first 
attempt (yes/no)

• Nurse1Exp – Is the nurse who tries to start the IV first a 
novice or junior (1 year experience or less)

• OSBDM – Mean score of patients reaction to painful 
procedure across all attempts. (Operational Scale of Behavior 
Distress)



The Data



OLS Model Output



NB Output



Zero-Inflated NB Output



In Summary:  What am I looking for?

https://stats.idre.ucla.edu/sas/dae/negative-binomial-regression/

Where is the center?
How extreme is it?

How many zeroes?

https://stats.idre.ucla.edu/sas/dae/negative-binomial-regression/


Questions?

• Email – Jason.Brinkley@AbtGlobal.com

• X/Twitter - @DrJasonBrinkley

mailto:Jason.Brinkley@AbtGlobal.com
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